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Abstract. Relation extraction methods based on domain adaptation
have begun to be extensively applied in specific domains to alleviate the
pressure of insufficient annotated corpus, which enables learning by uti-
lizing the training data set of a related domain. However, the negative
transfer may occur during the adaptive process due to differences in data
distribution between domains. Besides, it is difficult to achieve a fine-
grained alignment of relation category without fully mining the multi-
mode data structure. Furthermore, as a common application scenario,
partial domain adaptation (PDA) refers to domain adaptive behavior
when the relation class set of a specific domain is a subset of the related
domain. In this case, some outliers belonging to the related domain will
reduce the performance of the model. To solve these problems, a novel
model based on a multi-adversarial module for partial domain adapta-
tion (MAPDA) is proposed in this study. We design a weight mechanism
to mitigate the impact of noise samples and outlier categories, and em-
bed several adversarial networks to realize various category alignments
between domains. Experimental results demonstrate that our proposed
model significantly improves the state-of-the-art performance of relation
extraction implemented in domain adaptation.

Keywords: Relation extraction · Domain adaptation · Adversarial
learning.

1 Introduction

Relation extraction (RE) plays a pivotal role in addressing the issue of infor-
mation extraction, which aims to detect the semantic relationship between real-
world entities. For instance, the task of RE can be described as discovering the
“cause - effect (e1, e2)” relation between a pair of entities <microphone, signal>
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in the sentence: the microphone converts sound into an electrical signal. RE has
been widely utilized in various fields of natural language processing (NLP), such
as automatic question and answering system [1] and knowledge graphs (KG) [2,
3]. The semantic web is a general framework proposed to make the data on the
network machine-readable [4], and which utilizes the resource description frame-
work (RDF) to describe network resources. The edge element of RDF represents
the relation between entities or the relationship between the entity and its at-
tributes. Therefore, RE indirectly provides data support for the construction of
the semantic network.

Extensive research has demonstrated that RE models based on deep learn-
ing indicate outstanding performance with a large quantity of corpus. Zeng et
al. [5] applied the convolution neural network (CNN) to automatically gain lex-
ical and sentence features. Socher et al. [6] proposed using the recurrent neural
network (RNN) to explore the combinatorial vector representation of phrases
and sentences of any syntactic type and length. These models based on deep
learning can automatically learn the implicit and complex feature expression of
text. Therefore, they are considered to be better than those based on traditional
machine learning algorithms such as SVM [7] and MaxEnt [8]. However, in some
domains, the lack of sufficient annotation data set for model training can lead to
poor performance. In order to relieve the pressure of labeled data sparsity, Mintz
et al. [9] presented distant supervision (DS). DS takes the triple <e1, r, e2> in
the existing knowledge base as the seed. It then matches the text containing e1
and e2 heuristically, and the resulting sentences are used as the annotation data
of the r relationship. However, this method will generate much noise. For exam-
ple, triple <Donald Trump, born in, New York>, may be aligned to “Donald
Trump was born in New York”, or may be aligned to “Donald Trump worked in
New York”. The first one is the annotation data that we want to generate, while
the second one is the noise data. How to remove the noise data is an important
research topic, which to date has had limited exploration. To complicate things
further, the precondition of DS is dependent up the existence and quality of the
knowledge base.

Pan et al. [10] found that domain adaptation (DA) can assist a target domain
training model by using annotation data of the source domain. It has been
widely used in computer vision, NLP, and other related fields. For example,
predicting the emotion of data generated from the fast-food comment is done by
utilizing movie comment data using existing emotional markers [11], or classified
picture data on the e-commerce website is used to classify photos taken by
mobile phones [12]. By eliminating the limitation that training data and test
data must be independent and equally distributed, DA provides an effective way
for RE to be applied in a data-sparse domain. Plank et al. [13] combined term
generalization approaches and structured kernels to improve the performance of
a relation extractor on new domains. Nguyen et al. [14] evaluated embedding
words and clustering on adapting feature-based relation extraction systems. All
of these research studies were done to find a way to effectively improve the
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Fig. 1. DA represents the general domain adaptation. PDA is a generalized domain
adaptive setting where the classification space of the target domain is a subset of the
source domain category space. The red mark x in the figure represents the outlier class.
It only appears in the source domain data, which may lead to a negative transfer.

model accuracy on new domains through DA. However, we discover additional
problems in DA that required further resolutions.

– Model collapse. Model collapse refers to when most DA models focus on
reducing the feature-level domain shift, even in the same feature space, cat-
egory mismatch problem may exist and result in poor migration to the new
dataset [15]. For example, some entity pairs are assigned the wrong relation
types, which demonstrates that the model lacks robustness. Consequently, a
more fine-grained class alignment solution needs to be developed.

– Outlier classes. Current DA models are generally based on the assump-
tion that the source domain and target domain share the same category
space. However, the PDA usually exists where the class set of target do-
main is a subset of the source domain. For example, a general domain such
as Wikipedia partially adapts to a vertical domain (such as news domain
or financial domain) with smaller label space. In this case, outlier classes
that only belong to the source domain may lead to the reduction of the
classification effect of the source supervised model [16].

– Negative migration samples. Because the source and target domain differ
at the feature level, there may be some non-migratable samples. If such
samples of the source domain are fitted to align with the samples of the
target domain, it can negatively affect model performance. It is therefore
considered important to determine how to reduce the impact of these samples
on the network during migration. This is one of the key issues that need to
be resolved to improve the accuracy of the model.

To address the above problems, we work on ways to alleviate negative trans-
fer via the PDA solution with a weight selection mechanism. This approach is
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expected to reduce negative migration and improve the generalization abilities
of the model. As shown in Fig. 1, the ellipse consisting of crosses in the middle
of the circle has been separated to limit the migration of the outliers. We sub-
sequently strive to align the labels of source and target domains by embedding
multiple adversarial neural networks, aiming to eliminate the hidden dangers of
category mismatches.

In summary, we propose a novel RE model to address the aforementioned
problems by utilizing a weight mechanism to reduce the impact of negative
transfer. This approach is based on adversarial learning to achieve the align-
ment of categories between different domains. Furthermore, our study provides
new insights and understanding into partial domain adaptation learning of RE.
As far as we have been able to determine, our model is the first one to ap-
ply a multi-layer adversarial network of RE. The results of our experimental
study demonstrate that compared with other baseline models, our model is able
to consistently achieve state-of-the-art performance for various partial domain
adaptation tasks.

2 Related Work

2.1 Relation Extraction

In recent years, the area of DS has received significant research attention. This
research was presented to combine the advantages of bootstrapping [17] and
supervised learning, to alleviate the pressure of missing training data sets. Sub-
sequent DS research focused on two key aspects. Many classic models have en-
hanced the robustness of the RE model by reducing the training weight of the
noisy sample. In order to solve the problem of error tagging in DS, Zeng et
al. [18] proposed a multi-instance learning method to extract a high confidence
training corpus for a RE model. Liu et al. [19] introduced a sentence level at-
tention mechanism into multiple-instance learning, which has effectively reduced
the weight of noise instances. However, multi-instance learning is based on the
assumption that there is at least one correct labeled data in each package. Luo et
al. [20] suggested using a noise matrix to fit with the distribution of noise, so as
to achieve the purpose of fitting it with the real distribution. Several other mod-
els tried to improve the accuracy of the RE model by taking full advantage of
the syntactic information. Zhang et al. [21] supported the notion that encoding
the main words on the dependency path of sentences by a network block GRU
could capture more important information in sentences. Liu et al. [22] applied
bidirectional gated recurrent unit to extract sentence feature vectors from each
word, and an attention mechanism to give greater weight to keywords.

However, all of these models required sufficient labeling data or prior knowl-
edge to build fake samples, which ignored relevant information in other related
domains. Our model focuses on the adaptive learning of RE, which removes
restrictions of prior knowledge, to transfer the knowledge acquired by the super-
vised model of a general domain to a special field.
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Fig. 2. The architecture of our method. The Gf denotes the feature extractor CNN
to capture the text information, and the Cy represents the relation classifier. The
auxiliary discriminator Da is the core structure of the weight mechanism, which is
introduced to obtain the sample weight wi and iteratively updates category weight wk

that is attached to the loss function of the discriminator and the classifier. Besides, K
discriminators are applied to capture a multi-mode data structure [23]. For example,
the k-th discriminator is denoted as Dk

d . A gradient reversal layer (GRL) [24] is used
to illustrate the opposite value of the gradient and achieve the effect of confrontation.

2.2 Adversarial Domain Adaptation

The research study [25] first proposed the idea of adversarial domain adaptation
to embed domain adaption into the process of learning representation, so that
the decision making about final classfications thoroughly integrated the char-
acteristics of differences and variances to the domain change. In this way, the
feedforward network could be applied to a new domain without being affected
by the displacement influences between the two domains. Subsequently, research
studies on adversarial domain adaptation have emerged. Among them, a few
papers have drawn attention to the negative effects of transfer [26] and the risk
of model collapse [27, 28]. One of these papers [23] presented a structure of mul-
tiple discriminators to explore the multi-mode structure, while it ignored PDA.
Cao et al. [16] weighted the data of the anomaly source class to train the source
classifier and to promote positive delivery by matching the feature distribution
in the shared label space. Cao et al. [29] found a suitable solution by decreasing
the weight of the noise sample or outlier to update network parameters.

However, the research and application direction of DA methods based on
adversarial network have mainly focused on the image domain to conduct the
image classification [30, 31]. There has been a lack of systematic discussion and
research work in the field of relation extraction. Plank and Moschitti [13] found
that a proper combination of grammar and lexical generalization was useful
for DA. Zhang et al. [32] proposed a novel model of relation-gated adversarial
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learning for relation extraction to extend the adversarial based DA methods.
However, this approach may cause problems in that even if the network training
converged and the discriminator was completely confused, it would be impossible
to tell which domain the sample came from. There was no guarantee that the
shared feature distribution of data could be captured.

3 Methodology

3.1 Problem Definition

Given the labeled source domain data set Ds = (xi, yi)
ns

i=1 with |Cs| categories
and the unlabeled target domain data set Dt=(xi)

nt
i=1 with |Ct| categories. We

assume that |Cs|>>|Ct|. The goal of this research is to design an adversarial
neural network that captures transferable information f = Gf (x) and the adap-
tive classifier Cy. This section will illustrate in detail, including the mechanisms
and implementation of the model. The model structure is shown in Fig. 2.

3.2 Feature Extractor

A feature extractor is used to get the text features in the source and target
domains. From this aspect, there are many effective supervision models and net-
work structures, such as CNN [5], Bi-LSTM [33], and PCNN [18]. This paper
adopts a CNN structure, which extracts features by concatenating lexical fea-
tures and sentence features. For input text sample xi, its semantic features are
expressed as f = Gf (xi). Gf is the symbolic representation of CNN. By giving
the characteristics of source domain samples to the Cy classifier, the probability
of each relational class and the prediction label can be obtained. The following
loss function is established to update the parameters of the classifier and the
encoder.

(θ̂f , θ̂y) = argmin
θf ,θy

1

ns

∑
xi∈Ds

Ly(Cy(Gf (xi)), yi) (1)

In the above formula, θf is the parameter of CNN, θy is the parameter of the
classifier, and yi is the true label of sample xi. Ly adopts a cross-entropy loss
function.

3.3 Multi-Adversarial Neural Network

The core idea of the adversarial domain adaptation is inspired by generative
adversarial networks [34], which consists of a generator and a discriminator.
The generator randomly takes samples from the source domain as input, and
its output results should imitate the real samples in the target domain. The
discriminator takes the real sample of the target domain or the output of the
generator as the input. It is designed to focus on distinguishing the output of
the generator from the actual sample to the greatest extent, while the generator
should cheat the discriminator as far as possible. The two networks constitute
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an adversarial neural network, confronting each other and continuously adjust-
ing the parameters. The ultimate goal of the adversarial neural network is to
make the discriminator unable to judge whether the output of the generator is
the target domain sample. This approach can maintain the feature invariance
between the source domain and reduce the discrepancy of data distribution.

In this study, the feature extractor acts as a generator, and we use the symbol
Gd to represent the discriminator. The symbol Ld denotes the optimizer goal of
the adversarial neural network, which can be expressed as follows.

min
θf

max
θd

Ld(θd, θf )=

∫
xs

p(xs)logGd(xs)dxs+

∫
xt

p(xt)logGd(Gf (xt))dxt (2)

The p(xs) denotes data distribution in the source domain and the p(xt) repre-
sents data distribution in the target domain, noting that p(xs) 6= p(xt). The
objective of the above optimization function is to align two distributions, p(xs)
and p(xt).

However, these strategies are far from enough to improve the performance
of the RE model in the target domain. From an existing defect, a single domain
discriminator does not take advantage of the complex multi-mode structure.
Consequently, in this paper, a multi-adversarial domain adaptive (MADA) mod-
ule [23] is applied to capture the multi-mode structure to ensure the fine-grained
alignment of different data distributions.

Assuming that there are K classes in the source domain, the model uses K
discriminators, with each discriminator focusing on aligning a certain cross-class
in the source domain and the target domain. The optimized objective function
of the discriminator is as follows:

Ld =
1

ns + nt

K∑
k=1

∑
xi∈D

Lkd(Dk
d (ŷki Gf (xi)), di)) (3)

The overall objective function can be expressed as the following formula:

L(θf , θy, θd|Kk=1) =
1

ns

∑
xi∈Ds

Ly(Cy(Gf (xi)), yi) (4)

− λ

ns + nt

K∑
k=1

∑
xi∈D

Lkd(Dk
d (ŷki Gf (xi)), di)

Where θkd is the parameter of Dk
d , Lkd denotes the loss function of the k-th

discriminator, and ŷki represents the probability that the sample xi belongs to
class k. In addition, D = Ds ∪Dt. The first part of the formula represents the
loss function of the relation classifier, while the second part represents the loss
function of the K discriminators.

3.4 Adaptive Transfer Weight Selection Mechanism

DA is not expected to the situation of c ∈ Cs and c /∈ Ct. The previous network
structures saw, the samples of each category in the source domain fitted with



8 X. Cao et al.

target domain data without differences, which was not conducive to the model
performance of the target domain. In this paper, the weight mechanism is utilized
to control the loss function to mitigate the migration of the negative samples
and enhance the adaptability of the positive samples.

Instance Weight Calculating. The sample migration ability can be reflected
in the discriminator’s prediction of the probability that the sample originated
from the source domain. The higher the predicted confidence, the more likely
the sample can be distinguished from the target domain sample [26]. On the
contrary, if the sample has low predicted confidence, this can suggest that the
source domain sample and the target domain sample have a higher similarity.
At this stage, the source domain sample has more migration performance, which
means that the model needs to increase to fit with the sample. The migration
weight therefore can be set by the output of the discriminator so that by using
the source domain sample as the input of the classification model, the migration
weight can be set according to the migration performance.

In this paper, we are able to improve the influence of the sample with low
prediction confidence on neural network parameters. Specifically, an auxiliary
discriminator Da is introduced into the model, and the sample weight is con-
structed by predicting the result of the auxiliary discriminator. The higher the
confidence, the greater the weight. Otherwise, the weight will be smaller. The
prediction confidence of the sample is denoted as Da(f) and its weight wi can
be calculated by using the following formula:

wi =
1

1 +
Da(Gf (xs))
Da(Gf (xt))

= 1−Da(f) (5)

Class Weight Updating. In order to resolve the central problem of negative
transfer caused by outlier categories, the uncertainty of sample migration is
used to calculate the category weight. Obviously, all of the samples in an outlier
class should not have the nature of migration, so the mobility of the samples
can measure the mobility of the category of relation to a certain extent. If all
samples in a relation class have low mobility, the class mobility should also be
relatively low. Therefore, the migration weight of the class can be calculated by
samples weights, so as to reduce the migration weight of the outlier categories.

The larger the wk is, the closer the class is to the target domain category.
Otherwise, there is a greater probability of it being considered an outlier. The
effect of category weight on the model is reflected in the following aspects: it
strengthens the influence of the category weight on the relation classifier; or, the
influences of the samples in the source domain on the discriminator and feature
extractor parameters are enhanced. The formula for calculating the category
weight is expressed as 1

nsk

∑nsk

i=1 wi. According to the weights of classes, the

influence of outliers on parameter updating is effectively limited. The wK is
initialized to wK = [1, 1, · · · , 1]. Obviously, for outliers, the migration of the
interference samples is finite.
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Table 1. ACE05 entity types and relation types.

Entity Types Relation Types

FAC (Facility) ART (artifact)

GPE (Geo-Political Entity) GEN-AFF (Gen-affiliation)

LOC (Location) ORG-AFF (Org-affiliation)

ORG (Organization) PART-WHOLE (part-whole)

PER (Person) PER SOC (person-social)

VEH (Vehicle) PHYS (physical)

WEA (Weapon) ——

3.5 Loss Function

The following formula represents the total loss function of our model. The wki
represents the migration weight of the category to which the sample xi belongs.
The first part is the loss of a training relation classifier with the source domain
data. It emphasizes the use of samples from high mobility categories to update
the classification model parameters, which can enhance the generalization per-
formance of the supervised model in the target domain. The second part is the
discriminator loss function of K discriminators. On the one hand, wki avoids
assigning each sample point to only one discriminator. On the other hand, each
sample point is only aligned with the most relevant class, and the uncorrelated
class is filtered out by probability. It is not included in the corresponding domain
discriminator, thus avoiding the wrong alignment of the discrimination structure
in different distributions. With the updating of the class weight, the probabil-
ity of outliers will gradually converge. In addition, the impact on parameter
updating of the discriminators and feature extractor will reduce.

L(θf , θy, θ
k
d |Kk=1) =

1

ns

K∑
k=1

∑
xi∈Ds

wki Ly(Cy(Gf (xi)), yi)− (6)

λ

K∑
k=1

(
∑
xi∈Dt

Lkd(Dk
d (ŷki Gf (xi)), di) +

∑
xi∈Ds

wki L
k
d(Dk

d (ŷki Gf (xi)), di))

The optimal parameters of the model are expressed as follows.

(θ̂f , θ̂y) = argmin
θf ,θy

L(θf , θy, θ
k
d |Kk=1),

(θ̂
1
d, · · · , θ̂

K
d ) = argmax

θ1d,··· ,θ
k
d

L(θf , θy, θ
k
d |Kk=1)

(7)

4 Experiments

4.1 Dataset

ACE05 Dataset. ACE05 corpus is a type of data that is released by linguistic
data consortium. It consists of entities, relations, and event annotations. It aims
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Fig. 3. Distributions of relations in ACE05.

at developing automatic content extraction technology, and it supports automat-
ic processing of human language in the form of text. This data set includes seven
types of entities and six types of relations (see Table 1). In this study, we used
the ACE05 dataset to evaluate our proposed model by dividing its texts from
its six genres into domains: broadcast conversation (bc), broadcast news (bn),
telephone conversation (cts), newswire (nw), usenet (un) and weblogs (wl). To
get an understanding of how these domains differ, Fig. 3 depicts the distribution
of relations in each domain.

NYT-10 Dataset. NYT-10 dataset has been extensively used in DS research,
which was originally developed by Riedel et al. [35], and it was generated by
aligning Freebase relations with the New York Times (NYT) corpus. Entity
mentions are determined using the Stanford named entity tagger [36], and they
are further matched to the names of Freebase entities. This corpus includes 52
relations and a special relation NA which means that there is no relation between
the entity pair in this instance. NYT-10 corpus is composed of training data and
testing data, where data from 2005-2006 are used as the training set, and data
from 2007 is used for testing. Training data includes 522,611 sentences, 281,270
entity pairs, and 18,252 relational facts. Testing data includes 172,448 sentences,
96,678 entity pairs and 1,950 relational facts. We evaluate the performance of
our model under an setting using this dataset.

4.2 Hyperparameters Settings

In order to fairly compare the results of our models with those baselines, we
follow most of the experimental parameters in existing research [37], which pro-
posed an unsupervised domain adaptation model consisting of a CNN-based
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Table 2. Partition of ACE05 data set and overview of corpus.

Split Corpus Documents Sentences ASL Relations

source domain nw& bn 298 5029 18.8 3562

target domain
bc 52 2267 16.3 1297
wl 114 1697 22.6 677
cts 34 2696 15.3 603

relation classifier and a domain-adversarial classifier. We use word embedding
that is pre-trained on newswire with 300 dimensions from word2vec [38] as the
input of the CNN model. We also choose a cross-validation approach to tune our
model and conduct a grid search to determine model parameters.

4.3 Evaluation Results

Results on ACE05. In terms of data set division, previous works [37, 32]
used newswire (bn & nw) as the source data. The other half of bc, cts, and
wl were the target training data, and the other half of bc, cts, and wl as the
target test data. We use the same data split process (see Table 2). Our model
require unlabeled target domain instances. To meet this requirement and avoid
the train-on-test, for all of the three test domains, we separate 20% of the data
from the training set as a validation set, in order to adjust the hyperparame-
ters in the model. In terms of experimental settings, several experiments are set
up to compare our proposed model with existing models. We choose to design
two directions for our comparison. On the one hand, we set a conventional do-
main adaptation, which extracts some of the relational categories from Cs to
make Cs = Ct. Reference experiments are as follows: Hybrid [39] combined the
traditional feature-based methods, CNN and RNN, and the FCM was used for
compositional embedding. CNN+DANN [37] contained a CNN-based relational
classifier and a domain-adversarial classifier. CNN+MADA has been modified on
the basis of the prototype, replacing the original feature extraction model with a
CNN structure. Other parts of the model have not been altered. MADA-weight
was designed on the basis of CNN+MADA. The weight mechanism was only
valid for the loss function of the classifier and does not affect the loss function
of the discriminator.

On the other hand, we promote the adaptive comparison of partial domains.
The relational category sets of the three target domains have the following as-
sociations, which is to guarantee that Ct 6= Cs and Ct ∈ Cs. CNN + DANN is
used as the baseline model to compare with our final MAPDA model.

The experimental results are shown in the following table. The bold word
in the table represents that the F1 score of the model has improved compared
with other models. From the evaluation results that are shown in Table 3, the
following points can be observed and summarized. Firstly, in the case of normal
DA, the performance of applying MADA directly to relation extraction need to
be improved. Our model MADA-weight achieves a performance comparable to
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Table 3. Comparisons with classical models on F1-score in two aspects: formal domain
adaptation and partial domain adaptation. Bold font represents the corresponding
model effect, which has demonstrated distinct improvements.

Normal DA bc wc cts avg

FCM 61.90 N/A N/A N/A
Hybrid 63.26 N/A N/A N/A

CNN+DANN 65.16 55.55 57.19 59.30
CNN+MADA 64.23 54.36 55.28 57.96
MADA-weight 65.86 56.10 56.33 59.43

Partial DA bc wl cts avg

CNN+DANN 63.17 53.55 53.32 56.68
MAPDA 65.71 56.01 55.12 59.03

Table 4. Comparisons of different methods under domain adaptive and non domain
adaptive settings.

No DA top 100 top 200 top 300 avg

CNN 0.62 0.60 0.60 0.61
PCNN 0.66 0.63 0.62 0.64

DA top 100 top 200 top 300 avg

CNN 0.85 0.80 0.76 0.80
PCNN 0.87 0.84 0.82 0.84

CNN+DANN 0.80 0.75 0.71 0.75
MADA-weight 0.87 0.86 0.83 0.85

that of CNN+DANN, which is a recognized state-of-the-art model. The model
demonstrates that it is an effective option to apply sample weight and category
weight to the loss function of a classification supervision model, and alleviate the
migration of negative samples. Secondly, in the case of partial DA, our model
significantly outperforms the plain adversarial DA model. These positive results
demonstrate the validity of our weight mechanism and the multi-adversarial
adaptive layer.

Results on NYT-10. In our experiment, we take samples of prediction prob-
ability Top N (N is 100, 200, 300 respectively), and ignore NA class. We then
use the prediction results of this part of the data to evaluate the model perfor-
mance. The results of the evaluation on NYT-10 can be seen in Table 4. We set
up two comparative experiments. One is an experiment without domain adap-
tive method (No DA), including CNN and PCNN models. In this setting, after
training with source domain data, the model is directly applied to the samples in
the target domain for prediction. The other experiment use the adaptive domain
method (DA), including CNN, PCNN, CNN + DANN, and our model MADA-
weight. The models use the source domain data for training, and we then apply
the labeled data of the target domain for either fine-tuning or by applying the
adaptive domain method for transfer learning.
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From the results of the experiment, we can see that the accuracy of the
CNN and PCNN models without DA is stable between 0.6 and 0.7. The highest
accuracy is 0.66, while CNN and PCNN with DA are found to be 0.8 and above.
These results demonstrate that DA is effective in an unsupervised environment
and has a positive role in improving the accuracy of the RE model.

Furthermore, in the setting of the top 100, our model MADA with a weight
mechanism (MADA-weight) gains 0.87 and exceeds other models by an average
of 0.85. It achieved an optimal effect compared with other DA methods in the
DA column, which further demonstrates that our weight mechanism is effective.

5 Conclusion

In this study, we propose a novel model based on adversarial learning to extract
relation, which successfully obtains an improvement on all three test domains
of ACE05 in partial domain adaptation. In addition, the results are able to
demonstrate the practicability of the weight mechanism on the NYT-10 dataset.
We use multiple adversarial neural networks to learn cross-domain features and
align data distribution of the source domain and target domain. It will be a
useful instrument for RE to relieve the pressure of data sparsity. Future studies
will focus on the scenario where the set of relational categories for the source
and target domains only partially overlap. We believe that this research will have
a considerable impact on the outcomes, reflects an extensive application value,
and generate new research studies in this field.
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